TYPES OF MATRICES

Tuesday, October 5, 2021 8:22 PM

MATRICES

/

/
DEFINITION: A system of mn elements (not necessarily distinct) arranged in a rectangular formation of m rows and n columns enclosed by a pair of
square brackets is called as m by n matrix or a matrix of order m by n ; which is written as m xn matrix and usually denoted by capital letters.

The matrix can also be expressed in the form: 4 = [aij] where a;; is the element of it" rowand j column, written as (i, /) element of the
mxn

matrix A, i = 1,2,3,..m; j =123, ..n.

TYPES OF MATRICES:

1. Square Matrix: In a matrix when the number of rows is same as the number of columns (i.e m = n) then the matrix is called a square matrix of
order n. (Sometimes it is also called an n — rowed matrix).

In a square matrix the element a;;, where i = j, is called a diagonal element, i.e., a1y, a3, a33, ... Any, are diagonal elements.

Trace of a Matrix: The sum of the diagonal elements of a square matrix A is called the trace of A.

IfA = [aij]nxn' then trace of A = 2?:1 Aj; = aq1 +azt.o. ot app

A determinant of a square matrix is such that its elements are same as the corresponding place of a square
matrix A, and is denoted by |A| (read as determinant of A). The determinant of A has a numerical value
whereas the matrix A is just the arrangement of elements in rows and columns.

Singular Matrix and Non - Singular Matrix: A = [aij] is a given square matrix. If the determinant of
nxn

A'is zero then A is called a singular matrix. i.e., A is singular if and only if |A| = 0 and if |A| # 0 then A'is
said to be non —singular

2.  Row Matrix: If a matrix has only one row (i.e., m = 1) and any number of columns, then it is called a row

matrix or a row — vector which can be expressed as A = [a11 Aip Aq3 - al"]1><n

3. Column Matrix: A matrix having only one column (i.e., n = 1) and any number of rows is called a column
a

az1

. a
matrix or a column — vector and can be expressed as A = | 31

Am1

4. Zero or Null Matrix: A matrix, rectangular or square, whose all elements are zero, is called zero matrix or
null matrix and is denoted by O.

5. Triangular Matrix: In a square matrix A = [ai}-] , ifthe element a;; = 0 for i > j, is called upper
nxn

triangular matrix and if the element a;; = 0 for i < j, is called lower triangular matrix.

6. Diagonal Matrix: A square matrix, in which all elements except the diagonal elements are zero, is called a

diagonal matrix and it is denoted by D.
Thus the matrix D = [aij] is called a diagonal matrix, if a;; = 0 for i # j.
nxn
If dq,d,,ds, .....d, are diagonal elements then the diagonal matrix may be expressed as D = diag {d4,d, d3, ...d,}

7. Scalar Matrix: If in a diagonal matrix all diagonal elements are equal then it is called a scalar matrix.
i.e., @11 = Ay = azz =+ = au, = k, where ks any scalar.

8. Unit or Identity Matrix: If in a diagonal matrix all diagonal elements are unity then it is called a unit or
identity matrix of order n. i.e., a1 = a;; = azz = = = ay, = 1, and itis denoted by I,,.
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8. Unit or Identity Matrix: If in a diagonal matrix all diagonal elements are unity then it is called a unit or
identity matrix of order n.i.e., a;1 = a; = a3z = -- = ay, = 1, and it is denoted by I,,.

9. Transpose of a Matrix: Let A = [ai]-] be a given m X n matrix. A matrix obtained by interchanging

rows & columns of A, is called a transpose of the matrix A and is denoted by A’or AT. Thus AT = [aﬂ]
nxm

pY = P

a;; = aj; foralliand j, then itis caIIed symmetrlc

‘ \
matrix. i.e., The matrix A is symmetric if and only if4 ‘ O \) )
a h g 1 3 -2
Forexample, () A=|h b f (i) B=|3 4 5
g f c -2 5 6
[0} N\:j = - Oj\
11. Skew — Symmetric Matrix: In a square matrix A = [aij] if a;; = —aj; foralliand j/then itis called a
nxn
—
skew symmetric matrix. i.e., The matrix A is skew symmetric if and only if A = —AT (/\
7 R _OW
From the definition, it follows that for diagonal elements G = 0
a;; = —a;=2a; =00ra; =0 foralli. O\\‘\ =~ 0
i.e., diagonal elements of skew — symmetric matrix are all zero. v O\\‘\// ,
0 /
0 7 =2
Forexample:A=|-7 0 4 | is a skew symmetric matrix.
2 -4 0
12. Conjugate of a Matrix: A = [ai]-] is a given m by n matrix with some of its elements being complex %

numbers. A matrix obtained from the given matrix A on replacing its elements by the corresponding
conjugate complex numbers is called the conjugate of A and is denoted by A.

. _[1+2i 3-5i =7 —_[1—2i 3+5i =7
For example: If A = [ Y 6 94i then A = 4i 6 9

Note: If A is a matrix over the field of real numbers, then obviously A coincides with A.

N
13. Transposed Conjugate of a Matrix: The transpose of the conjugate of a given matrix A is called 3
transposed conjugate of A and is denoted by A? or A* /Xi

1+2i 3-5i -7 —2i 3+5 -7

N
F le: If A = then A = [
or example —4i 6 9l " 4 6 9—ilyus
1-2i 4 -

~A=|3+5i 6

=7 99—y,

Obviously the conjugate of the transpose of A is same as the transpose of the conjugate af}AU a’
ie, 4° = (A)" = (A7)

\

Jl
A=A

14. Hermitian Matrix: In a square matrix A = [a”] ,if a;j = aj; for alliand j, then it is called a Hermltlaﬁ/

= O
matrix, i.e., The matrix A is Hermitian if and only if A = A, O \ ) )

If A is Hermitian matrix, then for all diagonal elements, we have a;; = a;; for all i, by definition.
Leta; =x +iy,thena; =a; =>x+iy=x—iy=>iy=—iy =2 2iy=0
i.e The imagina is zero. s ay; is real for all i.
Thus every diagonal element of a Hermitian matrix must be real.
. a 1 2430 4- 51: .
For example: (I)Az[b+ic ](u) B=12-3i 0 ' 3+ 4i \/CK\A — —ac
4450 3-4i 2 N JJ
Note: A Hermitian matrix over the field of real numbers is nothing but a real symmetric matrix

—

A@: )

g Clowr — Harmitian Matrive In a crniara matriv 4 — [n. ] ifn..— —A.. faralliandi than it ic rallad a

g
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Note: A Hermitian matrix over the field of real numbers is nothing but a real symmetric matrix (9 /A)

A -

15. Skew — Hermitian Matrix: In a square matrix A = [aij] ,if ajj = —aj; foralliand j, thenitis caJled a /\
nxn -

L o o e . 1y = TN

skew — Hermitian matrix, i.e., The matrix A is skew — Hermitian if and only if A = —A, )

If A is skew — Hermitian matrix, then for all diagonal elements,
we have a; = —ay; forall i, by definition. i,e., a;; + a;; = 0 for all i.
Leta; = x +iythena; +a; = 0$(x+iy)+(x—iy)/=0:2x=0
i.e., The real part is zero. i.e., a;; must be either zero or purely imaginary number.
Thus the diagonal of a skew — Hermitian matrix must be either zero or purely imaginary num

tﬂer H e h
ey ey cewrmenmen

> WAV %k.Q W S9N A
For example: (i) A = 1+ 1+ 21] (||) B=|2 i .0 3+2i OR _ — .
ai\=aj) &) Ay L= i Ay Oy Nt

Note: A skew —Hermitign matrix over the field of real numbers is nothing but a real skew — symmetri
e = X prz =P pO=" A po= —F
o) ol

By dvegoro! N U I N b

xS o€ \ewee ™ e\ewnen
e\ewnen T /N0 ere se \ puncery \\N\OLE?‘“ s

OPERATIONS ON MATRICES: o TY
1. Equality of Two Matrices: Two matrices A = [ai}-] and B = [b”] are said to be equal if
(i) They are of the same size, i.e A and B have same order.

(ii) a;; = b;j forall the values of i and j.

a b c[_[3 4 5 _ - = - =_1f=
Thus,[d e f]_[z -1 0 Then,a=3,b=4,c=5d=2,e=-1,f=0

2. Summation and Subtraction of Matrices: Let A = [aij] and B = [bi]-] be two matrices of same order

m X n, then their sum(or difference), denoted by A + B(or A — B), is defined to be the matrix of the same
order m X n obtained by adding(or subtracting) the corresponding elements of A and B.

Thus A+ B = [a;; + by
mxn

1 0 -3 3 4 5
For example, If A = [ ] and B = [
: 5 4 6l ~1 0lyys
4 4 2 4 -8
thenA+ B = and A— B = [ ]
7 3 6lyxs 3 6 lyx3

3. Ascalar Multiple of a Matrix: Let A = [aij] be a matrix of order m X n and k be any scalar.
A matrix obtained from A by multiplying each of its elements by k is called the scalar multiple of A by k and
is denoted by kA. Thus kA = [kay;]
mXxXn

7 3 6
1 0 -2

18

For example, If A = [
-6 2X3

21 9
and k = 3, kA = [
Lxg 3 0

4. Multiplication of Two Matrices: The product AB of two matrices A = [aij] and B = [bij] exists if and
only if the number of columns in A is equal to the number of rows in B.

Thustwo matrices A = [aij] and B = [bij] are said to be conformable for multiplication if A is of order
m X p and B is of order p X n. Then the product AB = [cij] is @ matrix of order m X n, where

th
Cij = ail.blj + aiz.sz + al-3.b3j + - al-p.bm- = Zzzl Ajf- bkj' the (l,]) element of AB

ai; Q12 A3 bi1 by
Forinstance, A = |A21 Q22 Q23 and B = |by;  by;
az1 a3z a b b
3 3 331343 31 ¥3Zl3x2

ay1-b1g + @12.by1 + A13.b31 aA11.b1p + a12.bo5 + 3. b3y
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[“31 w32 w33| 31 Usz],,,

aq1-b11 + @12.by1 + ay3.b31 A11.b13 + a12.b25 + 3. b3,

then C = AB = a21.b11 + a22.b21 + a23.b31 a21.b12 + a22.b22 + a23.b32
azq1.byq + Az by1 + azz.bs; Azq.bip + azy.byy + ass.bsy

3x2
7 -3 6 3 4
Forexample: fA=|5 4 -1 and B=1[2 -1
2 1 3 3x3 5 7 3x2
21-6+30 28+3+42 45 73
thenAB=[15+8-5 20-4-7| =[18 9 %%;O
6+2+15 8-1+21 %2 23 283)(2 d({'g?O
Note: (i) Whenever the matrix AB exists, it is not necessary that BA should also exists b = O
(ii) Whenever the matrices AB and BA both exist, it is not necessary that AB = BA. 7L .
(iii) AB = O does not necessarily mean A = 0,B = 0
(iv) AB = AC does not necessarily mean B = C Q) X D
(>< 20
Theorems on Trace of A Matrix: / ' ~ 0
Let A and B be two square matrices of order n and k be a scalar, then Uj/ P‘(
(i) Trace of (kA) = k(Trace of A) v
(ii) Trace of (A + B) =(Trace of A) + (Trace of B) O & O
(iii) Trace of (AB) =Trace of (BA) P‘ - 0
0
Theorems on Transposes and Transposed Conjugates Of Matrices: o ,y 0
orem: If AT and BT be the transposes of A and B respectively, then O \
) @HT=4 L7\ o
(i) (A+B)T = AT + BT, A and B being of the same size;
(i) (kA)T = kAT, k is any scalar.
(iv) (AB)T = BTAT, A and B being conformable for multiplication. ~ o O
(v) (ABC)T = CTBTAT &\07 - ) O

Theorem: If 4 and B be the conjugates of A and B respectively, then

@W=d—
(i) (A+ B) = A+ B, Aand B being of the same size
(i) (kA) = k 4, k being any scalar

(iv) (AB) =AB, Aand B being conformable for multiplication.

Theorem: If A? and B? be the transposed conjugate matrices of A and B respectively, then
TRV Ny —
(i) (A+ B)? = A% + BY, A and B being of the same size
(i) (kA)? = kA?, kisany scalar
(iv) (4B)? = BPA?, A and B being conformable for multiplication.
C———

THEOREMS ON SYMMETRIC AND HERMITIAN MATRICES: "
oy - LQ\C P\ oo O\Y\j SQuaN e D2 R (&
Theérem (1): Show that every square matrix can be uniquely expressed as the\sum of a sy:g\}eﬂ tric matrix and a
skew — symmetric maﬁr@(.\7 P‘ — lZ \.P"V P(‘(B )( ,$ kP\
pail Q A< (g
~ ~ N\ Q S)h - ?
TP P Ts symmwmeic
, cont Y aat)E)
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t = ) (A XA
Pt= [ et , (e

vy =P
= 4 (prap) =5 AEP

N t’_—‘
<ok Qs Seew SavemnewC 1€ &%= -4
v T &)’V
£ A A
gF < &%UA’A o= LUA D) 5
vy = -
~ /\ -
—y epy = T B

A= PG WineNEe o s Syram &N C

and @ S QoW SHnMEi C

X SO AUENSS
N e &
RS wnex

S

<,’<Rt-//@ & Sb:’g

s SYawneh C on 3

Lew = NS Liew ngw\éh\-w?(,

Cpasd £ CRxoY

A

S xS KR AC

- RaLAR T2
= 2¢

gt ) t\ = ?
VRS 1 (@#SB’QQV*Q%>
(xS — (RS =

1\\0\)‘) fﬁx’kp‘b =

hence | hne - e presentulsion Ao pE @ TS uniave.
Vence pvoNe Q-

Thearem (2): Show that everv catiare matrix can he ninianelv exnressed as the siim of a Hermitian matrix and a
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Theorem (2): Show that every square matrix can be uniquely expressed as the sum of a Hermitian matrix and a

Skew — Hermitian matrix. C W >
/ ~
ook o Lee A be  ard Squowe  ndinor
/ i

lee a2 (has®) L a-rd)

il P“YQ%

) - oNmy ban
ANy~ ¢ TS Beertmi byav A &S Ve w-IAeNm

11/15/2021 1:15 PM
Theorem (3): Show that every square matrix 4 can bew expressed as P + iQ where P and Q are Hermitian
matrices

WO/S"-/ Lee A& el onyy SAUONC voovat
\ 6 xi | 2 Us«pﬁ)j
Lex— A= 5 \PrA ) X s

- Q)(:G)
Weexe Q=Y (hep®) o & %LP\'HG)
T © s heswiwer e g8=f
o 3 ) (0 e9)
<\>®/, %LUMA@\J = 4 wa %

p——

AN 9 R Y
9 _ ( '16\(9) L({O\f\ Maje
\ ,Pg@ﬁ SR U 3
®>® - &/\ LB g
2\ %

N 950 Q wnese ¢ 2 & pokh owe ReNmikion .
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B X Yo
Vo NG MiGue vess, e oSsurne

po s Whexe € LS e e

\ §_ .0
P x (P = (ReI)N(F ~1<9)
= (RO x(g-1S) = 2%
o~ A 9y =79
L= L)

pxpd 2

~ 0_ @
ANS0 P’P\G; Q\Z%;g>,(g,ﬁge: LQ&\&BI(R 13)

— (RS - (R-1S) = 215

< — — 2\

oale  xne YQQ(QSQ“\TUHOV\ 1S Aniqu e

Theorem (4): Prove that every Hermitian matrix A can be written as A = B + iC where B is real symmetric and

—

Cis real skew — symmetric.
~cvok 1 e e on eXwiHon  hnatr L
Wwew  p9= A D

lev A= 3 lava) i[5 G-4)] =8¢

We Kwnpw +hat
then

\\—L Z = M%\\\\j Py @ COWW'DIQVI PUM bQ~
x ~ —
5 (242) ong ?\\,CZ_Z) both e vreed

R A ¢ bote ouve ~eod wodvr Xt

NOW We oW Hocf R N Syoro@bvce and G
S SKewW  SYUroOWlis¢ .

_ ~t _
RE = b\/ (A~AY) = L (AE(A)E) =3 (AT+A0)
b o H - W=p = (A\t — A =pt=hA

_
S ——

T
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et = 1o aana) = CR S SYwemete
R ZQ/—H»#} B

I vy
o (gAY s L (A < 0n)

(A= A) = = (rA)=s —C

S QTS Skew SyuwwetaC

2
Z

- A= RC WDNON 318 ~ead Symwvne i
Gnd G TS eod S¥ew Symwmetnc
UnTA4u eness \DO\N‘V (ww)

Theorem (5): Prove that every Skew — Hermitian matrix A can be written as B + iC where, B is real
skew — symmetric and C is real symmetric matrix.

et A be any sKOW -HEem Han e~

lev A= 3 (A+A) *V[ %_(A—E)J

l
= R+ C ‘

P W
p——

SOME SOLVED EXAMPLES:

1. If Ais symmetric matrix, then prove that A™ is also symmetric. Is this result valid if A is skew — symmetric ?

peosk Lt A v2  SYowlivwe Mad~d~

- .

<o Ai— = A

NPE AN ~o Symwetnc YQQADb:Am

(o)t (apaa)f [(PBS = tat]
Vg mes

= abab b oAb = AAAA (At=n)
™ g ees.
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Al

() E= A AT e symmetoe

No W \Hﬁ A 18 SKew SYrmmetac [ e Ab: -A

(pr)b= (p Ayt _ abatab.ooa
N TS N e s
= Ad(EAY o (A = T AT
N el

TG
& . )
I‘L N Ty eNen (ﬁh) = Ah => Ah v S ngwe%c
TL w3 C)dc\ CA“}XV: -nA = Ah vS Skeow ~Symm.

2. If Aand B are Hermitian matrices then prove that (AB + BA) is Hermitian and (AB — BA) is skew — Hermitian.

M.’, A arnd B aone e an
p%=pa and RYU=R

NPT (ARARA) VS Rexmibon YQLAB—HEA)@:AB—HEA
QABJH%A)@: @@@%@@@: g9AC 4 A0RG
= RBA+AR = ARTRA
JOARARA TS pexmifion

Steilaly  we can pProve fhodt AR -BA 1S Skew HevmEoun
CH*w)

3. If Ais any square matrix, then show that A + AT is symmetric and A — AT is skew — symmetric H W’

L

@Jvr-\f)t: A% (a) = AtAt > g

C/—\—A*vy = m_@)b: AY—A= —(p-At)
= Skew Sy

4. If Ais a Hermitian matrix, show that i4 is skew — Hermitian and if A is a skew- Hermitian matrix then show
that iA is Hermitian.
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Dok lee A be ReCmibon = aA0= A
UA)SL -\ /Aﬂ@: —'A = (A vs skew Heymboun
Strailondy (W Can  pYONE e otment pewt

5. Show that the matrix BT AB is symmetric or skew — symmetric accordingly when A is symmetric or
skew — symmetric matrix.

Sl (1) Lek A be  SHrorlivc ot w

t lon
Ao L @t/gﬂg) € = \EJC A% @%) - R¥ /A 153
= AR YL Syowetec

i) Td A VS Skew Sy ook ¢

T\r\"e\[\ At: — A
v
Mo v (RVA&)\UZ Rept RN
= — CVSSYAB>
@%A\g T Skew $‘3V‘°V‘°€WC

& (-A) B

6. If Aand B are symmetric matrices, then show that AB is symmetrlc if and only If A and B commute

M-"’ T TS 3”\\)\90 Yot A L3 aove  Symmersg

NN N N

(1 7L p £ R Covormude e AR =RA
TRon TO% AR TS S9MME ¢

_ SN ARS Sy how:
&g@)t - @‘v T - RH = = AR DA

(T CopNasely Loy AR be Sy 0 C e

0 \O\(D\lQ Yo A aand R comwuté

vy
We hade AR = (AB)
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A= rEAY
>N LR commute.

AR = P
1 6 6
7. Express the matrix [—2 -2 —3] as the sum of symmetric and skew — symmetric matrices
2 7 5
‘_SL'hf — A = | 6 4
-2 -2 -3
2 35
X
lex A — PJVC% WO \Norce. P-' (Bxh >
6= L (A-AY)
-2 L
= \
_ A ¢ —2 pl
¢ -3 S

L 66 | -2 2
&'-7,'2-3 +1 6 —2 %]j
2} 5 6 72 2

-2 2 wWihich Vs SYmmeind

2 5
N \ L 6 & | -2
= A (AA B: a§ Ll-z-g
z 2 315
- o T :
W o -5 \wach TS Skew SYmm@ivc
-2 5 0O
34+4i 1—-i 2+3i
8. Expressthematrix | 1+i 4 —5i 1 as the sum of Hermitian and skew — Hermitian matrices
5 3 3—1i
Theanrem -2, A= L nes) 1 (A -A%)
A = ZXhy ) 2B
L= - 9) |

5 ES 3‘§
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Y _ _
A - \,\ l/\’b\
243 | )
- '3"/\\‘ | — 5
AU .
pV= A 4y w4y 3
2 -2, \ 271

2 4+i 8+43i
9. Express the Hermitian matrix [ 4— 12 6+i as B + iC where B is real symmetric and C is real skew symmetric.

8—-3i 6-—1 2

Rased OO0V Theencom -Y A= R+,C

=2 [A+A) *\JL;—; (A‘/S{Z

3i —2+i 4+72
2+ —4i 3+5i
—4+2i -3+5i 71

Toeoncem 5 fr = ‘\i(ATE> N (‘Lj{f CA—/XE}
- P1q

10. Express the skew — Hermitian matrix as P + iQ where P is real skew — symmetric and Q is real symmetric.

11/17/2021 2:29 PM

2 0 1
11. If f(x) = x2 — 5x + 6, find f(A), where A = [2 1 3] Is f(A) non —singular?
1 -1 0

SIMES J(vﬂ: ~m? - 5~ —+ 4

oAy = Al spt6T
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My

[\7

(e}
~
C

- 07 [ O O
2 1 R -
2 1 3 5 N I
b -1to [ -1\ 0
\' -] 0 v o
= L; | z \O O 5 é‘ 1o, 6
T -2 5 (o S5 |+, (o
0 - L 3 - § 0 o O ¢
/C{/\B: \ — -3
-1 -1 Vo
-5 Y '1
Now | fiad]= |1 - -3
A B P \(—Hwo)’“(‘”'%)
TS Ly -3»(-u-9%
\(Q(ml: 9 0
) ’f(AB 7S VWwomn S\'hjvJo\/\/
12. Ais a skew — symmetric matrix of odd order then, A is singulari.e., |A| =0
S0 A TS Skkew - Symmedive ol ovdev N CV\:SO(MJ
P —_
I/)‘J(l: I—A] ( k—mc(r\j Aékwmfhan*)
Inle |- A ('.‘\/,\t|:\/,\,>

lak{h‘cj -1y Co mwiomn f\fom A ~NoW I A |-A,

(A= - A
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I«( NS oél&’ C~\3h— —

—

“’IA\: -—\/_\] = 9[A) =0 = (A= 0
A3 SThguleamN  \nharA X

Nole - IJ A T¢ & Sk ow- SYMmOAi{C Wk of odd

N QA o VNN /-W') does ol @RSl -
ORTHOGONAL AND UNITARY MATRICES:

Orthogonal Matrix: N /,\‘( - A& N = *‘gj
Definition: A square matrix A is said to be orthogonal if and only if AAT = ATA =1 _
Since |AT| = |A| and |ATA| = |AT||A] | A AL = | 7
~ATA=1, wehave |[A]? =1 = |A] = +1 £l o= | (
This implies the following [A\ [ A \ - l
Note: (i) Determinant of an orthogonal matrix i@ ’F\\ | A] = i
1m2= 4
(i) If Ais orthogonal then it is non — singular and the inverse of Ais A” (i.e., A™* = AT)
(Av= 1)

Theorem: If A and B are n — rowed orthogonal matrices then AB and BA are both orthogonal.

Poot et A he B ke n-~wwed o~dhogomal Mot ces
At = ptA =T  ona RBRRY - RYpR=- T
AS A ond R oNe SGuowe WarM cof gf e~vdev wn
AR an & B e~V e  allop S G umenv € “Wad W e
od o~Ade~N .
To  Show  thar AR T endho goral
(AB) (At = (AR) ( rEpt)
T ‘(— k‘ T
s ARRYAY = ACTIAT= AATE D
AR 75 cxdhogonal wodwt

S\'\mi\w«‘j we con PYOVE Jhed BA fs Also oxdhogoral

WO AN

1. Show that the matrix %[ 2 —1 2 |isorthogonal and find its inverse.

[ <\ o o

2 -1 7
Z?- 2 -

Qo™ (et A -
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CE 2 _3) 2 -1 9
oo ) L \
= %‘ Uty 224y -2 4y-q
22ty Yhqy U-n -2
-1 _
th-v 4 a by ~+ 4+
\ e}
= 1|11 o \ 0 0
! ° 1 © - 1 0]
o © 9 0
o 0 1
ants T

N A N c,\(e\\mofjo%o«? et X

-\ /\k \ -\ A
2z 9 -
="
cosPcosf  sin® cos@sinb
Show that the matrix [ —sin@cos® cos@® —sin@sin@ | isorthogonal and find its inverse.
—sin6 0 cosf
L 1 2 a
2. IfA= 3 2 1 b| isorthogonal, findah,c. Also find the inverse of A.
2 =2 c :

SoM . since A S ~ho gormal

Aprt - T
\ Y2 A Yy L L L 0 O
B A T N l 2 b= - o 1 ¢
9 -2 ¢ o k cC o O |
| S+o- Laab -2 ta C Lo o
? Lxoabv ’—E—k\ol n +b C - O \ 0
“2400C 0 AW C YAt o o 1

Covnponing Lot Sides,
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Covnpumng ol Sides,

S
—hte = | SAWE _ \ gt _
g | 2 . = [ e ‘/l
2 ‘

Lxob -
o 5, T2t . 2 bt

9 c,‘ ) T;o
Sty wton et
Sal_, o=y =y b= It

C\

- = ¥t
%)(Cq_:\ = CQ:] =) ¢ /]

1 ez Aver s ~ L

V
L\—\*a‘o B
? - = ab =~ =
O > L[ TL O\‘:’?— )(\hQ‘n ’\D'L

,z&oC:o/,w o C = Ie=2 e =]
(:]
\ L oo= -2 Lo ¢

(Q\\O\(’B/b C,(Z"(Z'\) @\((‘2 2-\,)

IR 2
/>\ /L\ S 1 | - :[ 5 (| V2N
— -
c b c 3 2 2l 2 v -2
- -0 2 -

1 -8 4
0
_90/,, C\Weck wlnernerv A VS o~ Ahogonal
AAA& = - g \ Ly - ¥ 4 \
Lo4u F L -8
\ —9 L Y R Ll

:g‘%\oow R\OO
- %\013‘0\0\
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Butr we Con convext  YWiS Tnvo  an ovidho Gona)

W A d N\ M
A (/A/A\tXCI
<)
CORYSE
? xz’f = T

®= 2 A s “he \(@C]uu'«\fpa Wéhojohaﬁ N abn

K
11/22/2021 1:10 PM [A A(g = Ao JAN=)
Unitary Matrix:
04 = ) = L]
Definition: A square matrix A is said to be unitary if and only if AJﬂ/ A"A=1 \ F A
Since |A%| = |A| and |A%A| = |A®||Al o)< 1
- ifA%A = I,we have |A||4] = 1 \ L\\ \ A -~
This implies the following \ *‘
Note: (i) The determinant of a unitary matrix is oftrEmodulus. -

=1

(ii) If Ais unitary matrix then it is non — singular and the inverse of Ais 4%_(i.e 4=1=-A4%) 1
=\ 7,\ =1

Theorggm If Aand B are n —rowed unitary matrices than AB and BA are both unitary.

\go/'/ Sinee A Q\V\é B e SA uea~ @ WA ce S OJV'O\(AMH
bGP g OYYEe a\sp QguoN e weakaceS Ok o~ denn

<Pt pAB s VN sy s ]
o _ -
A (/xwﬁ = @@ LBGAG> - A (BB DAT = ACINA
s s
= pA =D
A TS um BN Y N

ve RA oS well
ey W@ can §EP Foxd

SOME SOLVED EXAMPLES:

MODULE-2 Page 17



1. Prove that the following matrices are unitary and hence find A™1.

14 14 |% % 01|
(i) ) |

2 2 1,
ETR Iz % O
22 o o 1l
v, ‘ N -\ ¥\ ! ~)
AN A= \% — L I
|- -2 X \ !
' - \
\ )
\% >
" /1 l/\
\ X0 \ X\ _/E o k )
N LZ —> AGZ SRS
)X\ \/\ -\~ [ )
5 \ USRS \ R
Row R /i . . \ /i B \’\’\'
\ -
VA Lok e
= = -
4 H | 0 X
2 -1 ) X2
@ _ -
oo = 2
LA S umEed L

V=)
- 6 - ‘\,
" A = P 2 /\/§ L)

2. IfSis real skew — symmetric matrix and (I — S) is non — singular, then show that (I + S)(I —S)~! is orthogonal.
S 5 1% wew~ Sqmwmodvie = o ¢

To Show MnoX  (TXSD CS'sS\ TS oxhogonal)
%= C TS CE’SS\

e
T .5
e B =2 C b ]
e QY < &@«g cz'@j _leg-o | e
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